Machine learning methods for optimal prediction of motor outcome in Parkinson’s disease
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ABSTRACT

Purpose: It is vital to appropriately power clinical trials towards discovery of novel disease-modifying therapies for Parkinson’s disease (PD). Thus, it is critical to improve prediction of outcome in PD patients.

Methods: We systematically probed a range of robust predictor algorithms, aiming to find best combinations of features for significantly improved prediction of motor outcome (MDS-UPDRS-III) in PD. We analyzed 204 PD patients with 18 features (clinical measures; dopamine-transporter (DAT) SPECT imaging measures), performing different randomized arrangements and utilizing data from 64%/6%/30% of patients in each arrangement for training/validation/final testing. We pursued 3 approaches: i) 10 predictor algorithms (accompanied with automated machine learning hyperparameter tuning) were first applied on 32 experimentally created combinations of 18 features, ii) we utilized Feature Subset Selector Algorithms (FSSAs) for more systematic initial feature selection, and iii) considered all possible combinations between 18 features (262,143 states) to assess contributions of individual features.

Results: A specific set (set 18) applied to the LOLIMOT (Local Linear Model Trees) predictor machine resulted in the lowest absolute error 4.32 ± 0.19, when we first applied on 32 experimentally created combinations of 18 features, ii) we utilized Feature Subset Selector Algorithms (FSSAs) for more systematic initial feature selection, and iii) considered all possible combinations between 18 features (262,143 states) to assess contributions of individual features.

Conclusions: We demonstrate excellent prediction of motor outcome in PD patients by employing automated hyperparameter tuning and optimal utilization of FSSAs and predictor algorithms.

1. Introduction

Parkinson’s disease (PD) is the second most prevalent neurodegenerative disorder after Alzheimer’s disease, affecting over 1% of individuals over the age of 60\textsuperscript{[1]}. PD is characterized by neuronal loss in the substantia nigra with the loss of dopaminergic terminals in the basal ganglia\textsuperscript{[2–4]}, resulting in a series of motor and non-motor symptoms such as resting tremor, rigidity, bradykinesia, postural instability and autonomic dysfunction\textsuperscript{[5]}. There are presently no proven disease-modifying therapies for PD. Substitutive treatments with levodopa\textsuperscript{[6]} and dopaminergic agonists\textsuperscript{[7]} remain as the most effective treatments for PD\textsuperscript{[8]}. However, these are associated with adverse reactions, including motor and psychic complications. Furthermore, these only provide temporal improvement through relief from early symptoms and do not stop disease progression\textsuperscript{[9]}. There are currently two main quantitative measures for PD progression, including: 1) the Hoehn and Yahr scale\textsuperscript{[10]}, and 2) the Unified Parkinson’s Disease Rating Scale PD Rating Scale (UPDRS)\textsuperscript{[11]}. The Movement Disorder Society (MDS) sponsored UPDRS consists of 65 items and has four parts: first part involves Non-Motor Experiences of Daily Living, the second part is on Motor Experiences of Daily Living, the third part is on Motor Examination, and the fourth part is on Motor
Complication. This also includes the use of sum of scores for each part in preference to a total score of all parts [12]. Parashos et al. [13] claimed that UPDRS II and III were more reliable than some other questionnaire tests as measures of disease activity at baseline, and of disease progression in early, untreated PD subjects. Thus, the PD motor symptom severity was quantified using the MDS-UPDRS Part III [14]. Noyce et al. [15] showed that patients with higher UPDRS III score have a higher risk factor for declining in motor disturbances.

Towards the discovery of disease-modifying therapies, there is an important need to establish biomarkers of disease progression [16]; e.g. this is the primary aim of the Parkinson’s Progressive Marker Initiative (PPMI) [17]. New biomarkers of PD would allow better designs of disease modifying trials, with greater power to ascertain efficacy [18]. PD is a heterogeneous disease; for example, in a multicenter study of PD, Hely et al. [19] showed that during 10 years of observation (excluding patients developing signs and symptoms atypical for PD in follow-up), 9 out of 126 patients progressed to confinement to bed or a wheelchair unless aided, whereas 13 patients remained without significant functional restriction. Novel biomarkers may enable more accurate stratification of PD based on the expected prognosis. There is also a significant interest in using the biomarkers for prediction of disease outcome [20–25,28], to properly adapt clinical trial studies as applied to appropriate patients.

In addition to identifying individual novel PD biomarkers, a promising area of research is to use machine learning and data mining to build predictive models of PD progression, using multiple biomarkers as inputs. Approaches based on machine learning aim to build classification or prediction algorithms automatically by capturing statistically robust patterns present in the analyzed data [26]. In our past efforts we used radiomic (texture) measures to show improved correlation with clinical measures [29] and, when combined with clinical measures, improved prediction of motor outcome (MDS-UPDRS III) [20]. Furthermore, our recent studies confirmed significant improvement of outcome prediction based on discovering of patterns in images using deep learning (see the Section 4) [30,31]. Emrani et al. [32], using machine learning methods, introduced a new combination of PD biomarkers (SCNA-3UTR, total cholesterol, SBR in left and right putamen, α-Syn, GUSB, DJ-1 and UPSIT are identified as significant diagnostic biomarkers), showing significantly improved prediction of outcome (total MDS UPDRS) in PD including discovery of the high effect of CFS in prediction.

In previous work, Ramani et al. [27] conducted a trial based on prediction of motor and total UPDRS scores from voice measures. Data mining techniques based on feature relevance analysis and classification were utilized towards identifying severity of disease. The random tree classification algorithm was used, producing excellent classification results, also showing that feature selection algorithms helped in prediction of correct class labels. Similarly, Nilashi et al. [33] used computational tools of data mining to improve prediction of early PD using voice recordings from potential patients. Their results depicted that combining clustering, PCA (Principle Component Analysis), and SVR (Support Vector Regression) can dramatically improve accuracy of PD prediction.

Indeed, using only the most relevant features may improve the prediction accuracy. Furthermore, most predictor algorithms are not able to work with a large number of input features, and thus it is necessary to select the optimal features to be used as inputs, as we have demonstrated in a different prediction task [34]. The process of feature selection can be performed either manually or automatically using feature subset selector algorithms (FSSAs). Our present effort includes extensive search for and focus on optimal combination of machine learning methods and FSSAs for the task of predicting motor outcome in PD patients. Using multiple clinical data measured at baseline (year 0) and year 1, we set to predict the severity of motor symptoms (MDS-UPDRS-III) at year 4 following enrollment of patients with de novo PD. This work includes three parts. In the first part, we create manual combinations of features, and each combination is assessed using predictor algorithms. In the second part, we employ Feature Subset Selector algorithms (FSSA) for pre-selecting more effective features, and each combination selected by FSSAs is assessed using predictor algorithms. In the final part, we create all possible combinations for the 18 features, to assess relative contributions of each feature to the prediction task.

2. Methods and materials

2.1. Machine learning methods

Two group of algorithms were employed: 1) Predictor algorithms; and 2) Feature Subset Selector algorithms (FSSAs).

2.1.1. Predictor algorithms and utilizing automated machine learning hyperparameter tuning to adjust parameters of them

A range of optimal predictor algorithms were selected amongst various families of learner and regressor algorithms. These are all listed in the Supplement (Part II, Section 1). Specifically, we selected 10 predictor algorithms: 1) LOLIMOT (Local Linear Model Trees) [35,36], 2) RBF (Radial basis Function) [37], 3) MLP-BP (Multilayer Perceptron-Back propagation) [38,39], 4) LASSOLAR (Least Absolute Shrinkage and Selection Operator – Least Angle Regression) [40,41], 5) RFA (Random Forest Algorithm) [42,43], 6) RNN (Recurrent Neural Network) [44,45], 7) BRR (Bayesian Ridge Regression) [46–48], 8) DTC (Decision Tree Classification) [49–51], 9) PAR (Passive Aggressive Regression) [52–54], 10) Thiel-Sen Regression [55–57] and 11) ANFIS (Adaptive neuro fuzzy inference system) [58,59]. In this work, we automatically adjusted intrinsic parameters such as the number of neurons and number of layers in the predictor algorithms etc. via automated machine learning hyperparameter tuning. Such hyperparameter tuning was used in various algorithms such as LOLIMOT, RBF, RNN, MLP-BP, RFA and ANFIS so that algorithm parameters were automatically optimized given one of the data arrangements prior to formal training/validation/test processes. Automated tuning, implemented with our own in-house code, performs an error minimization search scheme, seeking to optimize the hyperparameters starting with random initialization, pursuing a systematic trial-and-error search scheme for tuning the parameters. All applied algorithms except LASSOLAR, BRR, DTC, PAR and Thiel-Sen Regression were implemented in MATLAB R 2016 b platform. The remaining algorithms were implemented in the Python 3.7.2 platform.

2.1.2. Utilizing FSSAs for feature selection

6 FSSAs were employed and compared to select the most effective features (see the supplement (Part II, Section 2) for more details): 1) GA (Genetic Algorithm) [60,61], 2) ACO (Ants Colony Optimization) [62,63], 3) PSO (Particle Swarm Optimization) [64,65], 4) SA (Simulated Annealing) [66,67], 5) DE (Deferential Evolution) [68,69], and 6) NSGAI (Non-dominated Sorting Genetic Algorithm) [70,71]. All algorithms aimed to minimize the prediction error by selecting the best combination of features, while NSGAI additionally aimed to reduce number of features. These are also elaborated in the supplement. Subsequently, the selected features were tested on the predictor algorithms mentioned in Section 2.1.1. All applied optimization algorithms were implemented in MATLAB R 2016 b platform.

2.2. Longitudinal patient data

Data were extracted from the PPMI database (www.ppmi-info.org/). As predictors, we considered the following 18 clinical features: (1–6) MDS-UPDRS, parts I, II and III in year 0 and 1, (7–8) demographics (age, sex), (9–16) dopamine transporter (DAT) SPECT images measures, namely putamen as well as caudate uptake, both left and right in years 0 and 1, and (17–18) disease duration (DD), taken with
respective to time of diagnosis (DD-diag.) as well as time of appearance of symptoms (DD-sympt.). DAT SPECT imaging is elaborated in the supplementary material. For consistency, we only included patients who were off medication (e.g. Levodopa/dopamine agonist) for > 6 h prior to testing/imaging [17]. These selection criteria yielded a group of 204 PD subjects (149 males, 55 females; average age 67.6 ± 10.0 years at time of baseline examinations; range 39–91 years), with a widely distributed year 4 outcome MDS-UPDRS-III (mean outcome value 31.4 ± 10.6 years, range 8 to 77). For better consistency, MDS-UPDRS scores were averaged within ± 6 months. In this study, we considered three approaches included:

2.2.1. Experimental combinations

As first approach, 32 combinations of the 18 features were manually selected and considered (Table 1), and each combination was assessed using 10 (of 11 above-mentioned) predictor algorithms (mentioned in Section 2.1.1) (ANFIS was excluded because it is not appropriate for combinations with relatively large number of features).

2.2.2. Combinations selected by FSSAs

In our second approach, we utilized 6 FSSAs (mentioned in Section 2.1.2) for selecting optimal combinations from 18 features. Thus, 6 optimal combinations selected by FSSAs considered (Table 2), and each combination with 204 patients was assessed using 11 predictor algorithms (mentioned in Section 2.1.1).

2.2.3. Testing all possible combinations

In our third approach, we considered 262,143 (all) possible combinations for the 18 features. All combinations were exhaustively considered and applied to LOLIMOT which was found to be the best predictor algorithm (as later shown in Sections 3.1 and 3.2), and predictive performance of all combinations were assessed using MAE (Mean Absolute Error). This method assesses which features are independent predictors of outcome that cannot be substituted by combinations of other features. Though such an approach may not be feasible when significantly more features are considered, in this work it can help shed light on effectiveness of feature selection methods, and on the relative contributions of individual features.

2.3. Analysis procedure

Processing was performed in three stages. In the first stage, we manually selected different combinations within 204 subjects (mentioned in Table 1). We generated 4 randomized arrangements of the dataset. In each run, we allocated 64% of total patients to training (to avoid under-fitting), 6% of total patients (or about 9% of training process patients) to training validation in order to minimize over-fitting from the training step, and 30% (for reliability) to final testing (repeating this process 4 times). Subsequently, for each predictor algorithm, the MAE as well as STD (standard deviation) of the predicted vs. true MDS-UPDRS III scores in year 4 were reported. These were computed from the final test sets in the randomized arrangements for more reliable and appropriate assessment of our results.

In the second stage, we first performed systematic feature selection via FSSAs of the dataset with 204 patients and 18 features, identifying optimal combinations of features for prediction of outcome. We then created new combinations from the 204 patients (for each mentioned randomized arrangement) based on optimal combinations (Table 2). For each randomized arrangement with optimal features, we considered ~64% for training, ~6% for training validation and ~30% for final testing. The MAE and STD from the final test sets were then reported.

In the third stage, we considered all possible combinations of the 18 features for the 204 patients. They were then applied to LOLIMOT, which found as the best predictor algorithm in prior sections, for finding independent features. A single arrangement from each combination (~64% for training, ~6% for training validation and ~30% for final testing) was used and assessed via MAE.

3. Results

3.1. First stage analysis involving manually selected sets of input features

Results of first approach (mentioned in Section 2.2.1) are shown in Fig. 1. The figure demonstrates that LOLIMOT resulted in the best performance (i.e. lowest prediction MAE) over a wide range of combinations. The best results for LOLIMOT were achieved for sets 18, 21 and 22, and some algorithms also reached similar results for those sets, but were less consistent when including other range of features. Overall, in prediction of year 4 MDS-UPDRS-III (outcome range [8–77]), MAE as low as 4.32 ± 0.19 were achieved. The best results were observed when features MDS-UPDRS I (year 0 and 1), MDS-UPDRS-III (years 0 and 1), putamen as well as caudate uptake (both left and right; years 0 and 1), age and gender were in the sets. Some combinations such as sets 1, 3, 6, 7, 8, 19, 20, 23 and 24 also had good results, although they were less consistent than sets 18, 21 and 22.

Fig. 2 shows one of the results obtained by LOLIMOT where the Y axis is the predicted outcome and X axis reflects the true outcome, in addition to comparison to performance by DTC. Overall, LOLIMOT was seen as the best predictor algorithm.
3.2. Second stage analysis involving subsets of input features selected by FSSAs

In the second approach (mentioned in Section 2.2.2), the features selected using different FSSAs (mentioned in Section 2.1.2), are shown in Table 2. These featured combinations selected via the selector algorithms were then applied to the 11 predictor algorithms as mentioned in Section 2.1.1, with the results plotted in Fig. 3.

As it was shown, most subset feature selector algorithms selected combinations leading to prediction errors less than 5. The performances were best for features selected by GA and ACO (MDS-UPDRS I–year 1, MDS-UPDRS III–year 1, Left putamen uptake–year 1, Age, Gender). In the case of LOLIMOT predictor algorithm, lowest MAE of 4.15 ± 0.46 was reached, though other algorithms such as LASSOLAR, Bayesian Ridge, Thiell Sen R and RNN also performed well. Plot of the results of GA and ACO as applied to LOLIMOT are shown in Fig. 4. The NSGAII selected 4 among 18 features, and subsequently, prediction via LOLIMOT reached a MAE ~4.48 ± 0.22, while other algorithms such as RBF, MLP-BP, LASSOLARs, BRR, Thiell-Sen R and RNN also resulted in approximately similar results compared to LOLIMOT. The DE and PSO selected features similar to GA, so that when those applied to predictor algorithms, Thiell-Sen R resulted in ~4.61 ± 0.26, although some other algorithms such as LASSOLOT, LASSOLAR, RNN and BRR performed nearly similarly. The SA selected number feature similar to the GA, so while those selected features applied to all predictor algorithms, the LASSOLAR reached MAE ~4.51 ± 0.26, although other algorithms such as LOLIMOT, MLP-BP, BRR, Thiell-Sen R and RNN similarly reached an appropriate result. Results for GA, ACO and NSGAII were comparable (p > 0.05; paired t-test & Friedman test) relative to the lowest errors in the original set, while some errors for DE, PSO and SA were statistically worse (see Supplementary materials, section III, Supplemental Tables 1&2, bolded p-values). Thus, as also shown in our previous work on prediction of cognitive decline (Montreal Cognitive Assessment; MoCA score)[34], FSSAs were also able to effectively select optimal combinations from large datasets.

![Fig. 1. (Top) MAE for outcome prediction from 10 predictor algorithms, each from 32 combinations shown in Table 1. ANFIS was excluded from results due to significantly poorer performance. (Bottom) Amongst the 10 algorithms, the best and worst performers are shown as bar plots. The error bars represent the standard deviation. In each part, X axis lists the predictor algorithms and Y axis shows their MAE.](image1)

![Fig. 2. Plots of outcome prediction from (Left) LOLIMOT and (Right) DTC for 61 patients, making use of features in set 18. X axis shows the actual scores and Y axis depicts the predicted MDS_UPDRS III scores. R1 is the Pearson product-moment correlation coefficient and R2 is the Spearman's rank correlation coefficient between true vs. predicted outcomes. P1 and P2 are p-values corresponding to R1 and R2, respectively (p < 0.05 is significant).](image2)
respectively, while, between MDS_UPDRS III – year 1 and outcome, these became 0.76 and 0.72 (see Supplementary materials, section III, Supplemental Tables 3–6, Bolded). Moreover, due to high correlations between MDS_UPDRS III – year 0 and 1 (Pearson: 0.81; Spearman: 0.83; p-values < 0.001), the FSSAs selected one of both scores (MDS_UPDRS III – year 1 instead of year 0). In addition, using predictor algorithms LOLIMOT, RBF and RNN, we performed a prediction task using solely the MDS_UPDRS III score at year 0 or year 1 and also using both years. The comparison of those results against results by GA and ACO (5 important features selected) are shown in Table 3.

Overall, by switching from sole usage of MDS_UPDRS III in year 0 (left column) to integrating the important five predictive features (right column), significantly lower errors were reached (all p-values < 0.02 using paired t-test; and < 0.03 using nonparametric Friedman test). In addition, for LOLIMOT and RNN, there were also significant improvements compared to sole usage of MDS_UPDRS III in year 1, while improvements for RNN were also significant compared to usage of both years 0 and 1.

3.3. Third stage analysis studying all possible combinations of 18 features

In the last approach (in Section 2.2.3), we studied all existing combinations, as applied to LOLIMOT. Fig. 5 shows how much each feature contributed to prediction of outcome, considering all possible

---

**Table 2**

Feature subsets selected by 6 Feature Subset Selector Algorithms (FSSAs).

<table>
<thead>
<tr>
<th>Selectors</th>
<th>Feature 1</th>
<th>Feature 2</th>
<th>Feature 3</th>
<th>Feature 4</th>
<th>Feature 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>UPDRS I – year 1</td>
<td>UPDRS III – year 1</td>
<td>Left putamen uptake – year 1</td>
<td>Age</td>
<td>Gender</td>
</tr>
<tr>
<td>ACO</td>
<td>UPDRSII – year 1</td>
<td>UPDRSIII – year 1</td>
<td>Left putamen uptake – year 1</td>
<td>Age</td>
<td>Gender</td>
</tr>
<tr>
<td>PSO</td>
<td>UPDRSII – year 0</td>
<td>UPDRSIII – year 1</td>
<td>Left putamen uptake – year 1</td>
<td>DD-diag</td>
<td>Gender</td>
</tr>
<tr>
<td>SA</td>
<td>UPDRSII – year 0</td>
<td>UPDRSIII – year 1</td>
<td>Left putamen uptake – year 0</td>
<td>DD-diag</td>
<td>Gender</td>
</tr>
<tr>
<td>DE</td>
<td>UPDRSII – year 0</td>
<td>UPDRSIII – year 1</td>
<td>Left putamen uptake – year 1</td>
<td>DD-diag</td>
<td>Gender</td>
</tr>
<tr>
<td>NSGAII</td>
<td>UPDRS II – year 0</td>
<td>UPDRS III – year 1</td>
<td>Age</td>
<td>Gender</td>
<td>–</td>
</tr>
</tbody>
</table>

---

**Fig. 3.** Performance plots for application of the 6 FSSAs followed by 11 predictor algorithms. The error bars represent the standard deviation. In each part, X axis lists the predictor algorithms and Y axis shows their Mean absolute errors.

**Fig. 4.** A typical predictive performance of LOLIMOT (following GA and ACO pre-selection of features) for 61 patients. X axis shows the actual scores and Y axis depicts the predicted MDS_UPDRS III scores. R1 is the Pearson product-moment correlation coefficient and R2 is the Spearman’s rank correlation coefficient between true vs. predicted outcomes. P1 and P2 are p-values (p < 0.05 is significant).
combinations of features excluding vs. including each of the specific 18 features. All results were statistically significant (Paired t test, even after Bonferroni multiple testing correction) except for feature 16 (gender), while using non-parametric Friedman test, all those except for feature 4 (MDS_UPDRS II – year 1) were statistically significant; this statistical significance is because of the very large number of comparisons (131071) in each set (see Supplementary materials, section III, Supplemental Table 7). Nonetheless, only features 5 and 6 (UPDRS III – years 0 and 1) which reduce errors (negative sign) by a magnitude of ~1 are likely clinically significant, given that magnitude of overall prediction errors reached in our work are ~4.

4. Discussion

Prediction of PD progression is an important and challenging problem [72]. Accurate prediction of outcome in PD has a number of benefits [73], including: 1) helping to make social and occupational decision for patients recently diagnosed with PD and to improve their likely future physical functioning; 2) potentially better understanding processes and pathways associated with disease progression, 3) reinforcing design and interpretation of clinical trials of neuroprotective and symptomatic therapy. In this work we explored a range of predictor algorithms and aimed to find the best combinations of features to result in significant improvement in prediction of outcome in PD. In the first part of our study, 32 combinations of 18 conventional features were experimentally selected for various arrangements of 204 PD subjects), and various predictor algorithms were applied to the combinations. In the second part of our study, subset selector algorithms were used for selecting the best combinations between all features [34].

In the case of manual feature combinations (Section 3.1), LOLIMOT resulted in best performance. Overall, in prediction of year 4 MDS_UPDRS-III (outcome range [8–77]), predictions errors (MAE) as low as 4.32 ± 0.19 were achieved. Such prediction performance far exceeds results in other prior works where absolute errors of the order of 9 were obtained when using similar features [20]. Best results were observed when features MDS_UPDRS I (year 0 and 1), MDS_UPDRS-III (years 0 and 1), putamen as well as caudate uptake (both left and right; years 0 and 1), age and gender were in the sets. Conventional DAT SPECT images were seen to have some (but not large) effect. Some combinations such as sets 1, 3, 6, 7, 8, 19, 20, 23 and 24 also had good results, although they were less consistent than sets 18, 21 and 22.

In the second part of our efforts, we employed 6 FSSAs for pre-selecting more effective features. The features selected through these different algorithms are shown in Table 2. As shown in Fig. 3, all FSSAs selected acceptable combinations, so that the MAE decreased to 4.15. Most FSSAs selected combinations leading to prediction errors less than 5. GA and ACO selected 5 features (MDS – UPDRS I – year 1, MDS_UPDRS-III – year 1, Left putamen uptake – year 1, Age, Gender), and upon application of the selected features, LOLIMOT reached the least MAE ~4.15. DE and PSO selected features similar to GA, so that when those were applied to predictor algorithms, Thiel-Sen R reached the least MAE ~4.61. SA selected features similar to GA, and for the selected features, when applied to the predictor algorithms, LASSOLAR reached the smallest MAE ~4.51. NSGAI selected 4 among 18 features, so that when applied to predictor algorithms, LOLIMOT reached the least MAE ~4.48. Some predictor algorithms in each approach resulted in values similar to the smallest errors. Most errors thus obtained using GA, ACO and NSGAI were comparable (not statistically different) relative to the lowest error obtained by the first approach (4.32 ± 0.19), while others were significantly different. In other words, using FSSAs accelerated selection of optimal combinations, which we have observed also in different prediction tasks [34]. Our results confirm existing some new combinations that have not yet been investigated.

Due to presence of high correlations between MDS_UPDRS III scores in year 0 vs. year 1, as well as higher correlation between MDS_UPDRS III – year 1 vs. outcome relative to MDS_UPDRS III – year 0 vs. outcome, all FSSAs selected MDS_UPDRS III – year 1 instead of MDS_UPDRS III year 0 (Table 2). As shown and discussed in the context of Table 3 for LOLIMOT, RBF and RNN, we reached errors statistically significantly lower when switching from employing MDS_UPDRS III – year 0 to integrating all 5 important features. There were also improvements relative to usage of MDS_UPDRS – year 1 score only (significant for both LOLIMOT and RNN), or usage of both year 0 and year 1 (significant for RNN). Overall, poorer performances resulted from usage of MDS_UPDRS III – year 0 or 1 scores only, or their combined usage, compared to using the most important five features as selected by GA and ACO.
Importantly, we saw that not using imaging information (features selected by NSGAII) can lower performance to around 4.48 (in prediction error) which was not statistically significantly than our 4.32 performance (see Supplementary materials, section III, Supplemental Table 1&2). In our other investigations we also found that conventional imaging measures do not correlate well with clinical measures (correlation coefficient = −0.008, p-value = 0.94) [29] nor improve prediction (9 ± 0.88) [20]. However, radiomics analysis of DAT SPECT images, going beyond conventional imaging measures, was seen to provide significant improvements (4.12 ± 0.43, p < 0.001) in both tasks. Further, in our recent ongoing efforts involving deep learning based prediction of outcome [30], significant improvements (3.22 ± 2.71, p-value < 0.05) were observed, involving implicit discovery of patterns in images, although fluctuation of results (STD = 2.71) were high. Similarly, another study of ours [31] only used MDS_UPDRS II and DAT SPECT images in year 0, showing significant improvement (Accuracy: 70.6%+/-7.7%, p-value < 0.001) of outcome prediction based on discovering of patterns in images using deep learning. In other words, our present research indicates that there is a need to move beyond conventional imaging metrics for improved prediction of outcome.

In our final investigation in the present work, we created all existing states (existing combinations). Fig. 5 showed an individual figure how much each feature effect prediction of outcome, considering all possible combinations of features excluding vs. including each feature. It is particularly appropriate to assess which features are independent predictors of outcome that cannot be substituted by combinations of other features. It is clearly seen that features 5 and 6 (MDS-UPDRS-III years 0 and 1) were the most significant predictors of outcome with largest effects. Other features, though reducing errors statistically significantly (except for gender based on Paired t test or except for MDS_UPDRS II year 1 based on Friedman test), did not make actually notable reduction in errors that would foresee a clinical advantage. Inclusion of feature 18 (disease duration from symptoms) actually degraded prediction performance; this may be related to the very subjective nature of this measure, suggesting that measurement of disease duration from diagnosis may be a more valuable measure.

We wish to also importantly note that the training validation step after each (epoch of) training (prior to testing) aims to tackle potential over-fitting. At the same time, even with this, as more and more machines are compared and tested, it becomes increasingly plausible that over-fitting may occur. To address this, we note that in our study, LOLIMOT persisted in producing good results even when we reduced data dimension via feature selection, followed by predictive modeling (see the second section of our results); i.e. even with a significantly reduced feature set, we obtained similar results. Overall, LOLIMOT was seen as the best predictor algorithm, GA and ACO as the best feature subset selector algorithms, and also MDS-UPDRS III – years 0 and 1, MDS-UPDRS II – year 1, MDS-UPDRS I – years 0 and 1, Age, and DAT SPECT putamen as well as caudate uptake – year 1 as the best predicting features of outcome. Comparison of current work and prior related works includes the following: our predictive performances are dramatically better than previous efforts when no images are used, important combinations were discovered for the multiple features, and effect of each feature on outcome predictions was separately investigated.

The limited size of a dataset is a limiting factor in outcome prediction; as such, to maximize our numbers, we had to select a set of 204 patients for which imaging data was available for all patients. We could not find more patients within the PPMI dataset even after optimal feature selection for additional testing. In our work, we used features subset selection algorithms to reduce the number of features (for size reduction) to avoid over-fitting, although it was possible to utilize extraction algorithms such as PCA which we hope to explore in future work. At the same time, we believe feature selection might be more clinically informative than feature extraction, providing insights as to which features are most important, whereas in feature extraction, features are combined and transformed into new dimensions and thus may not be easily interpretable.

5. Conclusion

This work explored a range of predictor algorithms and aimed to find the best combinations of features to result in improvement in prediction of outcome in PD. In the first part of our study involving 204 patients, 32 combinations of 18 conventional features were experimentally selected, and various predictor algorithms were applied to the combinations. Mean Absolute Errors as low as 4.32 ± 0.19 (in prediction of UPDRS-III motor performance in year 4) were reached via LOLIMOT, while some other algorithms in some combinations also had good results with errors less than 5 (for range of predicted values [8,77]). In the second part of study, subset selector algorithms were used for selecting the best combinations between all features, and GA and ACO selector algorithm selected the best combinations further lowering error when combined with LOLIMOT for prediction. Selected features by GA and ACO (UPDRS I – year 1, UPDRS III – year 1, left putamen Uptake – year 1, Age, Gender) had positive effect on prediction of outcome (MAE = 4.15 ± 0.46), although other FSSAs also reached acceptable combinations so that MAE in some predictor algorithms were below 4.7. This is in comparison to previous works utilizing similar features that attained errors of around 9. Third part of our work investigated the independent effect of different features in prediction of outcome. It was seen that MDS-UPDRS III years 0 and 1 were especially important predictors of outcome.
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