Optimized machine learning methods for prediction of cognitive outcome in Parkinson's disease
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A B S T R A C T

Background: Given the increasing recognition of the significance of non-motor symptoms in Parkinson's disease, we investigate the optimal use of machine learning methods for the prediction of the Montreal Cognitive Assessment (MoCA) score at year 4 from longitudinal data obtained at years 0 and 1.

Methods: We selected n = 184 PD subjects from the Parkinson's Progressive Marker Initiative (PPMI) database (93 features). A range of robust predictor algorithms (accompanied with automated machine learning hyperparameter tuning) and feature subset selector algorithms (FSSAs) were selected. We utilized 65%, 5% and 30% of patients in each arrangement for training, training validation and final testing respectively (10 randomized arrangements). For further testing, we enrolled 308 additional patients.

Results: First, we employed 10 predictor algorithms, provided with all 93 features; an error of 1.83 ± 0.13 was obtained by LASSOLAR (Least Absolute Shrinkage and Selection Operator - Least Angle Regression). Subsequently, we used feature subset selection followed by predictor algorithms. GA (Genetic Algorithm) selected 18 features; subsequently LOLIMOT (Local Linear Model Trees) reached an error of 1.70 ± 0.10. DE (Differential evolution) also selected 18 features and coupled with Thiel-Sen regression arrived at a similar performance. NSGAII (Non-dominated sorting genetic algorithm) yielded the best performance: it selected six vital features, which combined with LOLIMOT reached an error of 1.68 ± 0.12. Finally, using this last approach on independent test data, we reached an error of 1.65.

Conclusion: By employing appropriate optimization tools (including automated hyperparameter tuning), it is possible to improve prediction of cognitive outcome. Overall, we conclude that optimal utilization of FSSAs and predictor algorithms can produce very good prediction of cognitive outcome in PD patients.

1. Introduction

Parkinson's disease (PD) is a chronic, progressive neurodegenerative disease for which there is currently no cure [1–3]. It is the second-most common neurodegenerative disorder after Alzheimer's disease, affecting 2–3% of the population over 65 years of age [4,5]. PD is characterized by loss of nigrostriatal dopaminergic neurons [6], resulting in a range of primarily motor symptoms (resting tremor, cogwheel rigidity, bradykinesia, postural instability and others). In addition, there is increasing recognition of the importance of other non-motor symptoms in PD [7]; a common non-motor symptom that can have a major impact on the quality of life is cognitive decline [8], which is rather common in PD patients. The Montreal Cognitive Assessment (MoCA), was designed as a rapid screening instrument for cognitive dysfunction and is used in many studies of PD patients [9,10]. It assesses different cognitive domains, including attention and concentration, executive functions, memory, language, visuocognitive skills, conceptual thinking, calculations, and orientation [9].

There is ongoing active research towards improved prediction of outcome in PD patients [11–16]. This is especially important as one aims to properly adapt and power clinical trial studies of novel disease modifying therapies. Past efforts have primarily focused on prediction...
of motor outcome [13,57]. Cognitive decline might however be independent of motor decline in PD [17]. While older age has been shown as highly predictive of cognitive decline and dementia, memory concerns have recently become prevalent in younger age groups, resulting in referral of many patients from primary care to professional memory clinics for assessment [18]. Past efforts to predict cognitive decline in PD have been primarily based on using simple linear regression [19,20], (see the discussion section). In the present work, we thus set to investigate a range of advanced machine learning methods for optimal prediction of early cognitive decline in de-novo PD patients.

Machine learning algorithms allow improved task performance without being explicitly programmed [21]. Approaches based on machine learning aim to build classification or prediction algorithms automatically by capturing statistically robust patterns present in the analyzed data. Most predictor algorithms are not able to work with a large number of input features, and thus it is necessary to select the optimal few features to be used as inputs. Furthermore, using only the most relevant features may improve the prediction accuracy. The process of feature selection can be performed either manually or automatically using feature subset selection algorithms (FSSAs). Our present efforts include search for optimal combination of machine learning methods (incorporating static and dynamic algorithms) and FSSAs for the task of predicting cognitive outcome in PD patients, quantified as the MoCA score. A range of predictor algorithms were selected amongst various families of learner and regressor algorithms, and in addition, a range of FSSAs were considered in combination with predictor algorithms, to optimize prediction of the outcome. Using clinical data measured at baseline (year 0) and year 1, we set to predict MoCA score at year 4.

2. Materials and methods

2.1. Longitudinal patient data

Two datasets extracted from the PPMI database (www.ppmi-info.org/data) were analyzed. In the first dataset, a wide range of potential predictor features were considered, as summarized in Supplemental Table 1. A total of 184 PD subjects (123 males, 61 females; average age in year 0: 67.9 ± 9.60, range (39,91)) were included in this data set, for which all 93 features were available, as shown in Supplemental Table 1.

The second larger patient dataset only needed to include predictor features that were determined to be important in our analysis of the first dataset (namely features 9, 10, 16, 28, 35 and 51 in Supplemental Table 1), as elaborated below. Using a smaller number of features enables the use of a larger number of PD subjects from the PPMI database as not all patients had all the 93 features we used originally in our study. However, in the next stage, we were able to select a larger set of patients who had the vital 6 features that we identified in our original study of the MoCA features. Thus, following this first step, and identifying the vital predictive features, we were able to utilize a larger number of patients for further validation of our work specifically, we next evaluated 466 subjects (including 308 PD and 158 healthy controls). We performed analysis on the entire set (n = 466) as well as the PD only subset (n = 308). The 466 subjects consisted of 302 males, 164 females; average age in year 0: 67.5 ± 10.3, range (39,91). The 308 subset of PD subjects consisted of 206 males, 102 females; average age in year 0: 67.5 ± 9.90, range (39,91).

The MoCA score at year 4 was the predicted outcome measure. The MoCA consists of a series of tests; the combined score ranges from 0 to 30 with 30 corresponding to no cognitive impairment. In the first dataset (N = 184 subjects), the mean MoCA score was 26.5 ± 3.40; range (13,30). In the second dataset (N = 466), the mean MoCA score was 26.5 ± 3.20; range (11,30). In the PD-only subset (N = 308), the mean MoCA score was 26.5 ± 3.50; range (11,30). Fig. 1 shows the distribution of datasets. For improved robustness of clinical measures, some scores (e.g. UPDRS I, II, III) were averaged if available within ± 6 months. All applied algorithms except LASSOLAR, BRR, DTC, PAR and Thiel-Sen Regression were implemented in Matlab R 2016 b platform. The remaining algorithms were implemented in the Python 3.7.2 platform.

2.2. Machine learning methods

Two group of algorithms were employed: 1) Predictor algorithms; and 2) Feature Subset Selector algorithms (FSSAs).

2.2.1. Utilizing automated machine learning hyperparameter tuning to adjust parameters of predictor algorithms

A range of optimal predictor algorithms were selected amongst various families of learner and regressor algorithms. These are all listed in the Supplement (part 2). Specifically, we selected 10 predictor algorithms: 1) LOLIMOT (Local Linear Model Trees) [22,23], 2) RBF (Radial basis Function) [24], 3) MLP-BP (Multilayer Perceptron-Back propagation) [25,26], 4) LASSOLAR (Least Absolute Shrinkage and Selection Operator – Least Angle Regression) [27,28], 5) RFA (Random Forest Algorithm) [29,30], 6) RNN (Recurrent Neural Network) [31,32], 7) BRR (Bayesian Ridge Regression) [33–35], 8) DTC (Decision Tree Classification) [36–38], 9) PAR (Passive Aggressive Regression) [39–41], and 10) Thiel-Sen Regression [42–44]. In this work, we automatically adjusted intrinsic parameters such as the number of neurons and number of layers in the predictor algorithms via automated machine learning hyperparameter tuning. Such hyperparameter tuning was used in various algorithms such as LOLIMOT, RBF, RNN, MLP-BP, RFA so that algorithm parameters were automatically optimized given one of the data arrangements prior to formal training/validation/testing processes. Automated tuning, implemented with our own in-house code, performs an error minimization search scheme, seeking to optimize the hyperparameters starting with random initialization, pursuing a systematic trial-and-error search scheme for tuning the parameters.

2.2.2. Utilizing FSSAs for feature selection

6 FSSAs were employed and compared to select the most effective features (see Supplement part 3 for more details): 1) GA (Genetic Algorithm) [45,46], 2) ACO (Ants Colony Optimization) [47,48], 3) PSO (Particle Swarm Optimization) [49,50], 4) SA (Simulated Annealing) [51,52], 5) DE (Differential Evolution) [53,54], and 6) NSGAI (Non-dominated Sorting Genetic Algorithm) [55,56]. All algorithms aimed to minimize the prediction error by selecting the best combination of features, while NSGAI additionally aimed to reduce number of features.
2.3. Analysis procedure

Evaluation was performed in two stages. In the first stage, we utilized the dataset with 184 subjects who had all 93 features in Supplemental Table 1. We generated 10 randomized arrangements of the dataset. In each run, we randomly allocated 65% of patients to training, 5% to training validation in order to minimize overfitting from the training step, and 30% to final testing (thus repeating this process 10 times). Subsequently, the mean absolute error and standard deviation of the MoCA score prediction for each method were reported and compared. These were computed from the final test sets in the randomized arrangements for more reliable and appropriate assessment of our results.

In the second stage, we first performed systematic feature selection via FSSAs of the dataset with 184 patients, identifying the most vital features for prediction of outcome. We then created an expanded dataset of patients that contained these selected vital features. As such, this enabled us to arrive at two expanded datasets: 466 subjects (PD and HC subjects) and 308 patients (PD only). For each, a single randomized arrangement was considered for additional validation of our work (~65% for training, ~5% for training validation and ~30% for final testing), while we ensured that the new final test sets in the expanded datasets did not include any subjects in the original set (184 patients) as used in first stage efforts, for completely independent testing. The mean absolute error from the final test sets were then reported.

3. Result

3.1. First stage analysis including the complete set of input features

The mean absolute errors of the tested predictor algorithms obtained when all features (93 features) were applied to 10 predictor algorithms are plotted in Fig. 2. The LASSOLAR predictor algorithm significantly outperformed the other algorithms (p-value < 0.05; non-parametric Friedman test), reaching a mean absolute error of 1.83 ± 0.13; the poorest result was reached by the RBF (6.54 ± 0.48). Several other algorithms also performed relatively well, such as BRR which reached absolute error of 2.10 ± 0.19. A plot of the predicted MoCA scores versus the actual scores in one of the final test arrangements of LASSOLAR is shown in Fig. 3. In the plot, r is the Pearson correlation coefficient between true and predicted outcomes.

### Table 1
Feature subsets selected by 6 Feature Subset Selector Algorithms (FSSAs).

<table>
<thead>
<tr>
<th>GA</th>
<th>SA</th>
<th>DE</th>
<th>PSO</th>
<th>ACO</th>
<th>NSGAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>16</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>15</td>
<td>10</td>
<td>10</td>
<td>28</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>28</td>
<td>23</td>
<td>29</td>
<td>51</td>
</tr>
<tr>
<td>28</td>
<td>24</td>
<td>35</td>
<td>24</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>27</td>
<td>40</td>
<td>40</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>40</td>
<td>51</td>
<td>43</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>42</td>
<td>54</td>
<td>51</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>44</td>
<td>56</td>
<td>52</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>51</td>
<td>58</td>
<td>58</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>56</td>
<td>60</td>
<td>64</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>61</td>
<td>65</td>
<td>67</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>69</td>
<td>66</td>
<td>71</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>73</td>
<td>72</td>
<td>73</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>79</td>
<td>73</td>
<td>77</td>
<td>85</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>90</td>
<td>77</td>
<td>84</td>
<td>90</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Mean absolute errors in units of MoCA score of the tested predictor algorithms computed from 10 randomized data arrangements. The error bars represent the standard deviation. X axis lists the predictor algorithms and Y axis shows their mean absolute errors.

Fig. 3. A typical performance of LASSOLAR for prediction of MoCA outcome in 55 final test patients. X axis shows the actual scores and Y axis depicts the predicted MoCA scores. r is the Pearson product-moment correlation coefficient between true vs. predicted outcomes.

3.2. Second stage analysis including selected sets of input features by FSSAs

In our subsequent efforts, pre-selection of features was performed via FSSAs prior to application to predictor algorithms. The selected subsets of features by each of the 6 FSSAs are shown in Table 1. The selected features are described in Supplemental Table 1.

All features selected via the FSSAs were then applied to the 10 predictor algorithms, and the results are shown in Fig. 4. It was seen that all FSSAs, with the exception of SA, reached acceptable results, i.e. the mean absolute errors in the predictor algorithms reached ~1.70. A plot of the predicted MoCA scores versus the actual scores in one of the final test arrangements of LOLIMOT is shown in Fig. 5. The errors thus obtained using all FSSAs except ACO were significantly lower (p < 0.05; paired t-test) compared to the lowest error obtained by the first approach (1.83 ± 0.13), while using non-parametric Friedman test, only errors of NSGAII and DE were significantly lower (p < 0.05) compared to the lowest error obtained by the first approach.

NSGAII was able to find the most optimal feature combinations from the 93 features. It selected 6 features as most important, namely features 9, 10, 16, 28, 35 and 51, corresponding to: (i,ii) MoCA years 0 and 1, (iii) REM (Sleep Behavior Disorder Questionnaire) year 1, (iv,v) LNS (Letter Number Sequencing) Number 4 year 0 and Number 3 year 1, and (vi) STAIA (State‐Trait Anxiety Inventory for Adults) year 0. The experiments and results with NSGAII are further elaborated in the Supplement (part 4). It is worth noting that LOLIMOT does not work very well with very large number of inputs (thus did not perform best in part A), but is an excellent algorithm for a reasonable (< 20) number of inputs [57], as we discuss more below.

In addition, using three predictor algorithms such as LOLIMOT, MLP-BP and RFA, we performed a prediction task using solely the MoCA score at year zero. The comparison between those results and results of NSGAII (6 vital features) are shown in Table 2. Overall, integrating the vital six predictive features, allowed us to reach significantly lower errors (all p-values < 0.01 using paired t-test; and < 0.05 using nonparametric Friedman test).

3.3. Additional independent testing

We subsequently created additional independent sets of patients having the most important features (e.g. only 184 subjects had all 93 features as mentioned above, but a total of 466 subjects, i.e. 282 additional, had the 6 identified optimal features). This allowed additional features to be tested independently, and the results were compared to the initial results to assess applicability and robustness.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Performance table of results for prediction task when using MoCA in year zero alone vs. using all six vital features.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Absolute Error (only MoCA - year zero)</td>
</tr>
<tr>
<td>LOLIMOT</td>
<td>2.27 ± 0.20</td>
</tr>
<tr>
<td>MLP-BP</td>
<td>2.47 ± 0.20</td>
</tr>
<tr>
<td>RFA</td>
<td>2.87 ± 0.25</td>
</tr>
</tbody>
</table>

Fig. 4. Performance plots for application of the 6 FSSAs followed by 10 predictor algorithms. The error bars represent the standard deviation. In each part, X axis lists the predictor algorithms and Y axis shows their mean absolute errors.

Fig. 5. A typical predictive performance of LOLIMOT (following FSSA pre-selection of features) for 55 patients. X axis shows the actual scores and Y axis indicates the predicted MoCA scores. R is the Pearson product-moment correlation coefficient between true vs. predicted outcomes.
validation of our work. In the expanded set, we created a single arrangement for training, training validation and final test (~65% for train, ~5% for training validation and ~30% for final test), while we ensured that the new final test set only included newly included patients which were not in main dataset, to obtain a completely independent testing. This resulted in an error of 1.73. Similarly, we utilized only PD subjects (n = 308), again ensuring that the final test set only included newly included patients (which were not in main dataset); the absolute error obtained in the independent final test set was 1.65. These are shown in Fig. 6.

4. Discussion

Prediction of disease progression in PD patients holds significant value. Individual knowledge of disease progression can help to make proper social and occupational decisions in association with future physical functioning of recently diagnosed patients. The analysis proposed in this work can help detect variables relevant to identification of disease progression and thus guide the design and interpretation of clinical trials involving neuroprotective and symptomatic therapy [58]. This is particularly relevant as PD progression is heterogeneous; Hely et al. [59] showed that despite the employment of different targeted treatment strategies, during 10 years of observation, 9 of 126 patients progressed to confinement to bed or a wheelchair unless aided, whereas 13 patients remained without significant functional restrictions. Such variability leaves us with the challenge of predicting the future course of PD in individuals and groups of patients.

Camargo et al. [60] showed that MoCA can be a good screening test for cognitive function in PD. There are number of benefits [61] for using MoCA that consists of it 1) being a quick measure of global cognitive function with short administration time compared with other tests, 2) covering a wide range of function in the cognitive domain, 3) having sensitivity to milder cognitive deficits in PD, 4) capturing executive dysfunction, 5) being widely adapted and utilized both clinically and in clinical research, 6) being widely adopted in many disease states, and 7) having alternate variants proposed for multiple languages and a more specific subtest weighting for PD. At the same time, there are some limitations including cultural and language sensitivity and different cut-offs for illiterate patients.

Another cognitive test, namely MMSE (Mini–Mental State Examination) can also be effective. In a study of 50 PD patients, it was shown to outperform MoCA (AUC = 0.936 vs. 0.906) though this was with respect to another cognitive scale namely SCOPA-Cog taken as gold reference [9]. A MoCA score of < 21 was comparable with a MMSE score of < 26, and both were correlated with age rather than severity of motor symptoms, thus it was inferable that cognitive decline might be independent of motor decline in PD [17]. While older age was shown as highly predictive of cognitive decline and dementia, memory concerns have recently become prevalent in younger age groups, resulting in referral of many patients from primary care to professional memory clinics for assessment [18].

Given that MoCA, compared to the Mini-Mental State Exam (MMSE), had a high discriminatory power in detecting mild cognitive impairment (PD-MCI) and a MoCA score of ≤ 26 provided a sensitivity of 93.1% for the diagnosis of PD-MCI in a longitudinal study over 2 years, MoCA test in year zero was a reliable feature in predicting cognitive decline in early PD [19]. Schrag et al. [20] performed univariate and multivariate linear analyses on baseline data for 390 patients with Parkinson’s disease, evaluating cognitive decline using (i) MoCA score changes between baseline and year 2, (ii) MoCA scores at year 2 as dependent variables, and (iii) diagnosis of cognitive impairment at year 2. They showed good predictive performance using multivariate analyses. We note that our present work considers a more challenging task of predicting outcome in year 4, and in our experience, usage of more sophisticated (non-linear) models was necessary. Furthermore, because of our year 4 MoCA prediction task, we did not have a large set of patients with features such as CSF amyloid to t-tau ratio, APOE status and DAT SPECT, to allow us to perform direct comparison with the above-mentioned year 2 prediction study. As more data becomes available, we are motivated to incorporate these additional features for improved prediction tasks.

In this work, we explored two general methods, both of which resulted in very good prediction of the MoCA score in year 4. In the first effort, we employed 10 predictor algorithms that were robust predictors among different families of machine learning methods, which included static and dynamics algorithms. When all features were applied to the predictor algorithms, the lowest mean absolute error ~1.83 ± 0.13 was obtained by LASSOLAR.

While many predictor algorithms are not able to work with very large input features, LASSOLAR is designed to work with large inputs features. To eliminate the challenge arising from having many input variables, we then employed FSSAs for pre-selecting more effect features. As shown in Fig. 4, all FSSAs except SA selected acceptable combinations, so that the mean absolute errors decreased to 1.68 ± 0.12. GA selected 18 features, and upon application of the selected features, LOLIMOT reached a mean absolute error 1.70 ± 0.10, though some other predictor algorithms such as RNN, LASSOLAR, BRR and Thiel-Sen R also reached approximately similar results relative to LOLIMOT. DE also selected 18 among 93 features, and subsequently, prediction via Thiel-Sen R reached a mean absolute error 1.70 ± 0.10; other algorithms such as LOLIMOT, LASSOLAR and BRR also resulted in approximately similar results compared to Thiel-Sen R. PSO selected number features similar to GA, and with those selected features applied to all predictor algorithms, LASSOLAR reached a mean absolute error of 1.76 ± 0.15. ACO selected features similar to GA, so that when those applied to predictor algorithms, LOLIMOT resulted in an error of 1.76 ± 0.14, although some other algorithms such as Thiel-Sen R, LASSOLAR and BRR performed nearly similarly. The errors thus obtained using FSSAs, with the exception of using the latter (ACO-based), were significantly lower (p < 0.05; paired t-test) compared to the
lowest error obtained by the first approach (1.83 ± 0.13), while using non-parametric Friedman test, only performance of NSGAI and DE were significantly better (p < 0.05) compared to the lowest error obtained by the first approach.

As shown in Table 1, NSGAI selected the most optimal combinations among all FSSAs. It selected six features as vital features for outcome prediction. According to Table 1 and Fig. 4, NSGAI acted differently compared to all FSSAs by selecting fewer features. Overall, features 9, 10, 16, 28, 35 and 51 ((i), (ii) MoCA years 0 and 1, (iii) REM (Sleep Behavior Disorder Questionnaire) year 1, (iv, v) LNS (Letter Number Sequencing) Number 4 year 0 and Number 3 year 1, and (vi) STAIA (State-Trait Anxiety Inventory for Adults) year 0 were seen to be most predictive of outcome. FSSAs such as GA and DE also selected these six vital features, and predictor algorithms associated with them reached a mean absolute error of ~1.70. As shown in Table 2, we reached errors 2.27 ± 0.20, 2.47 ± 0.20 and 2.87 ± 0.25 when we employed LOLIMOT, MLP-BP and RFA applied on sole MoCA score in year zero respectively. Hence, worse performance resulted only using MoCA score in year zero compared with more important six features selected by NSGAI.

The predicted feature, MoCA in year 4, assesses a range of cognitive domains including attention and concentration, executive functions, memory, language, visuconstructional skills, conceptual thinking, calculations, and orientation. We first elaborate the selected features: Features 9 and 10 are MoCA scores in year zero and one, which are naturally selected as the prediction task itself is for MoCA in year 4. Feature 16 is REM Sleep Behavior Disorder Questionnaire year one (in fact, PD subjects that suffer from REM sleep disorder have been shown to have higher abnormalities in the cholinergic system which has been associated with higher prevalence of cognitive impairment [62]). Subject self-rating instrument assesses sleep behavior with short questions. Questions are framed to gather information about current behaviors. Feature 28 is Letter Number Sequencing-NUM 4 year zero and Feature 35 is Letter Number Sequencing-NUM 3 year one. For Letter Number Sequencing test, the subject is read a combination of numbers and letters and is asked to recall the numbers first in ascending order and then the letters in alphabetical order. Feature 51 is State-Trait Anxiety Inventory for Adults. Although many of the items attempt measuring “anxiety”, approximately half of them inquire about negative characteristics, (e.g., feeling “tense,” “frightened,” or “upset”). There is also evidence that anxiety and cognitive impairment are linked [63]. Overall, we believe, in this data-driven discovery framework, that these non-motor features all demonstrate different aspects of cognitive behavior. 

Finally, we performed a final validation test involving new patients, on the optimal feature combination arrived at by NSGAI. Specifically, we compared results obtained on the main prior test (184 patients who had all 93 features as used in main dataset) with results obtained on an expanded set (308 PD patients; obtained by selecting new patients who had the optimally needed vital features). In this expanded set, for training validation (5% of all patients) and final test (30% of all patients), we only used new patients so that all 184 common patients were only included in training data (65% of whole patients). By using 93 new patients, we reached an absolute error of ~1.65. This result is approximately similar to the results of the main final test; i.e. absolute error ~1.68 ± 0.12.

We also performed a second validation test by combination of PD and HC subjects. For this additional independent test, we selected 466 subject that had the most vital features selected by NSGAI. We applied 65% training (303 subjects; including the 184 prior patients used in initial dataset and 119 subjects of new PD and HC cases), 5% training validation and 30% final testing (using only new subjects), arriving at an absolute prediction error of ~1.73. This result is similar to results obtained for the other datasets. Overall, the results of independent tests were consistent with one another, confirming our findings on optimal prediction of cognitive outcome in PD patients. We also performed additional validation testing for other combinations selected via NSGAI (see supplement, part 4). In comparison, all mean absolute errors for new patients were less or equal to mean absolute errors of main prior test (the lowering is attributed to a larger training set in new expanded patient set), further confirming our findings.

The limited size of a dataset is a limiting factor in outcome prediction; as such, to maximize our numbers, we had to select a set of 184 patients for which imaging data was not available for all patients and thus could not evaluate the impact of imaging. Another approach we used to tackle this limitation was, after we had identified the vital six predictive features, to look for additional patients which had these vital features, further expanding our dataset, and allowing additional independent testing. In our work, we used features subset selection algorithms to reduce the number of features (for size reduction) to avoid overfitting, although it was possible to use utilize extraction algorithms such as PCA which we hope to explore in future work. At the same time, we believe feature selection might be more clinically informative than feature extraction, providing insights as to which features are most important, whereas in feature extraction, features are combined and transformed into new dimensions and thus may not be easily interpretable.

5. Conclusion

This work has demonstrated that by employing appropriate machine learning tools, including automated machine learning hyperparameter tuning, it is possible to attain very good prediction of cognitive outcome. Our work involved prediction of MoCA in year 4. It was shown that LASSO-LAR was able to work with a significant number of inputs directly, reaching the smallest mean absolute error of 1.83 ± 0.13. In another approach, FSSAs were first utilized, pre-selecting optimal features prior to application of machine learning algorithms. Improved results, reaching a mean absolute error of ~1.68 ± 0.12 were obtained. For selection of optimal combinations of features by FSSAs, NSGAI performed most favorably, selecting 6 vital features for prediction of cognitive outcome, namely MoCA years 0 and 1; REM (Sleep Behavior Disorder Questionnaire) year 1; LNS (Letter Number Sequencing) Number 4 year 0 and Number 3 year 1; STAIA (State-Trait Anxiety Inventory for Adults) year 0. Additional independent testing was performed, on larger datasets containing the most predictive features, confirming our findings. Overall, we conclude that optimal utilization of feature selection and predictor algorithms can produce excellent prediction of cognitive outcome in PD patients.
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Summary

There are presently no disease modifying therapies for Parkinson’s disease (PD), and appropriately powered clinical trials for discovery of such therapies are vital. Past efforts have primarily focused on prediction of motor outcome in PD. At the same time, cognitive decline is an important manifestation of PD in a large subset of patients and is a source of considerable burden. The present work utilizes the Montreal Cognitive Assessment (MoCA; range 0–30) as a measure of cognitive ability, and aims to predict outcome in year 4 from baseline (year 0) as well as year 1 data. The work probes a range of predictor machines such
as LOLIMOT, RNN, RBF, MLP, BP, PAR, BR, LASSOLAR, Theil Sen R, RFA and DTC. We first analyzed a set of 184 patients with 93 potentially predictive features. We utilized 65% of patients for training, 5% for training validation, and 30% for final testing, performing 10 different randomized arrangements. In a first approach, we made direct use of the 93 features in each of the predictor machines, including use of automated machine learning hyperparameter tuning. Subsequently, LASSOLAR was shown to obtain the lowest mean absolute error of 1.83 ± 0.13. In the second part, 6 Feature Subset Selector Algorithms (FSSAs), namely GA, DE, SA, PSO, ACO, NSGAII were applied to pre-select features prior to application of predictor algorithms. Using the FSSAs, combined with LOLIMOT, enabled absolute error of ~1.70. Finally, additional independent tests were performed. We accumulated 466 subjects (308 PD + 158 healthy controls (HC) who had the most important features as identified above using FSSAs. Predictions in their test sets (which only included new patients) resulted in an absolute errors of 1.73 and 1.65 for PD + HC and PD-only sets, respectively, further confirming our findings. Overall, we demonstrate excellent prediction of cognitive outcome when utilizing appropriate and optimal feature selection and prediction algorithms.
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