A three-step reconstruction method for fluorescence molecular tomography based on compressive sensing
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ABSTRACT

Fluorescence molecular tomography (FMT) is a promising tool for real time in vivo quantification of neurotransmission (NT) as we pursue in our BRAIN initiative effort. However, the acquired image data are noisy and the reconstruction problem is ill-posed. Further, while spatial sparsity of the NT effects could be exploited, traditional compressive-sensing methods cannot be directly applied as the system matrix in FMT is highly coherent. To overcome these issues, we propose and assess a three-step reconstruction method. First, truncated singular value decomposition is applied on the data to reduce matrix coherence. The resultant image data are input to a homotopy-based reconstruction strategy that exploits sparsity via $\ell_1$ regularization. The reconstructed image is then input to a maximum-likelihood expectation maximization (MLEM) algorithm that retains the sparseness of the input estimate and improves upon the quantitation by accurate Poisson noise modeling. The proposed reconstruction method was evaluated in a three-dimensional simulated setup with fluorescent sources in a cuboidal scattering medium with optical properties simulating human brain cortex (reduced scattering coefficient: 9.2 cm$^{-1}$, absorption coefficient: 0.1 cm$^{-1}$) and tomographic measurements made using pixelated detectors. In different experiments, fluorescent sources of varying size and intensity were simulated. The proposed reconstruction method provided accurate estimates of the fluorescent source intensity, with a 20% lower root mean square error on average compared to the pure-homotopy method for all considered source intensities and sizes. Further, compared with conventional $\ell_2$ regularized algorithm, overall, the proposed method reconstructed substantially more accurate fluorescence distribution. The proposed method shows considerable promise and will be tested using more realistic simulations and experimental setups.
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1. INTRODUCTION

Fluorescence molecular tomography (FMT) is an emerging technique for 3D visualization and quantification of biomarkers \textit{in vivo},\textsuperscript{1} and has received much research interest for its applications such as small animal imaging and tumor study.\textsuperscript{2,3} In our BRAIN Initiative project, we are attempting to quantify the neurotransmitter effects \textit{in vivo} via voltage sensitive dyes that emit radiation and optical wavelengths.\textsuperscript{4} For this purpose we are designing a FMT system. The objective is to use the detector measurements made by this system to reconstruct the distribution of the voltage sensitive dyes within the biological tissue. However, this reconstruction problem is highly ill posed due to the limited number of measurements and the high amount of scattering of photons in the biological tissue. Consequently, a unique solution for the fluorescence distribution in the source is often hard to find. To overcome the ill-posed nature of the problem, several different regularization studies have been proposed. Conventionally used strategies, such as the Tikhonov regularization\textsuperscript{5} and Laplacian regularization,\textsuperscript{6}
attempts to minimize the $\ell_2$ norm. The drawback of such regularization strategy is that it tends to generate over-smooth edges,\(^7\) which makes the resulting image look blurry.

In many applications, the fluorescence signal can be treated as sparse over the entire field of view. Based on this information, the $\ell_1$ regularized least-square problem can be formulated for the pursuit of a sparse result. Such kind of $\ell_1$ regularized problems have received substantial interest in the field of compressive sensing (CS) and different methods have been proposed to solve this problem.\(^8{–}^{10}\) These methods usually require restricted isometry property (RIP) to be satisfied, which in turn means that the columns of measurement matrix should be almost incoherent. However, due to the scattering within the biological tissue, the measurement matrix is highly coherent, so existing CS methods are not directly applicable. A truncated singular value decomposition (TSVD) method has been suggested before applying the sparse-recovery techniques to reduce the coherence of measurement matrix.\(^11\) We also note that images acquired by FMT systems are corrupted by Poisson noise. Although several sparse reconstruction methods have been reported for the FMT problem,\(^11{,}^{12}\) these methods do not model Poisson noise, which makes the reconstruction results less reliable. To compensate for this noise, we incorporate a noise-compensation strategy.

In the following part, we propose a three-step reconstruction method for FMT problem, which involves conversion of the measurement matrix, sparse reconstruction and noise compensation. This work is part of our BRAIN initiative effort. In addition, in this BRAIN initiative effort, we are also investigating analytical methods to model light propagation through tissue.\(^13\)

2. METHOD

2.1 Theory

2.1.1 Forward Model

Consider a FMT system consisting of a fluorescent source within a scattering medium. The fluorescent source is excited by a laser. The radiation emitted by this source is detected by a detector. Let $x(r)$ denotes the fluorescence distribution at position $r$, where $r$ is a three-dimensional vector, and let $g_{ex}(r, r_s)$ and $g_{em}(r_d, r)$ denote the excitation and emission Green’s function that describe photon propagation from laser source at position $r_s$ to the fluorescent source at position $r$, and from fluorescent source at position $r$ to the detector at position $r_d$, respectively. Then the forward model of FMT problem can be described as:

$$
\Phi(r_d, r_s) = \int_{\Omega} g_{em}(r_d, r)x(r)g_{ex}(r, r_s) d^3 r,
$$

where $\Omega$ denotes the object support for the fluorescence distribution.

This equation can be discretized in the spatial domain along the object coordinates and the detector coordinates using the voxel basis. Let $\Phi_{mn}$ denotes the fluorescent signal generated by the $n^{th}$ laser source put at the corresponding voxel at $r_s$ and detected by the $m^{th}$ detector put at the corresponding voxel at $r_d$. $x_i$ denotes the fluorescence distribution at the $i^{th}$ voxel. $g_{ex}^{mn}$, $g_{em}^{mn}$ denote Green’s function describing excitation light from the $n^{th}$ laser source to fluorescent source in the $i^{th}$ voxel, and emission light from fluorescent source in the $i^{th}$ voxel to the $m^{th}$ detector. For object space containing $N$ voxels, equation (1) after discretization becomes:

$$
\Phi_{mn} = \sum_{i=1}^{N} g_{ex}^{mn} g_{em}^{ni} x_i.
$$

If we use one laser source and $M$ detectors to build the system, the matrix formation of the above equation is

$$
\Phi = GX,
$$

where the measurement vector is

$$
\Phi = \begin{bmatrix}
\Phi_{11} \\
\Phi_{21} \\
\vdots \\
\Phi_{M1}
\end{bmatrix},
$$
the measurement matrix is

$$G = \begin{bmatrix} g_{e1} & g_{e2} & \cdots & g_{en} \\ g_{e1} & g_{e2} & \cdots & g_{en} \\ \vdots & \vdots & \ddots & \vdots \\ g_{e1} & g_{e2} & \cdots & g_{en} \end{bmatrix},$$

and the vector of fluorescence distribution for reconstruction is

$$X = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix}.$$

Due to scattering, matrix $G$ is highly coherent. However, using an SVD based approach, this coherence can be reduced, as described below.

### 2.1.2 Coherence Reduction

Using singular value decomposition, the matrix $G$ can be written as

$$G = U\Sigma V^T,$$  \hspace{1cm} (4)

where $U$, $V$ are unitary matrices, and $\Sigma$ is a diagonal matrix with singular values as its diagonal. $T$ denotes transpose of a matrix. For $M \times N$ matrix $G$, if $M < N$ and the rank of $G$ is $M$, the singular matrix $\Sigma$ can be written as: $\Sigma = [\Sigma_t \ 0]$, where $\Sigma_t$ is an $M \times M$ diagonal matrix with non-zero singular value as the diagonal elements. This yields:

$$G_{M \times M} = U\Sigma_t V^T.$$  

Inserting this expression into equation (4) yields

$$\Phi = U\Sigma_t V^T X.$$  \hspace{1cm} (5)

Applying the operator $\Sigma_t^{-1}U^{-1}$ on both sides of the equation and using the fact that $U$ is unitary so that $U^{-1} = U^T$ yields

$$\Sigma_t^{-1}U^T \Phi = V^T X$$  \hspace{1cm} (6)

Next, we define $Y = \Sigma_t^{-1}U^T \Phi$, and $A = V^T$. Then we get a new matrix equation written as

$$Y = AX.$$  \hspace{1cm} (7)

This new measurement matrix $A$ has relatively lower coherence compared to the original matrix $G$.\textsuperscript{11} Thus, it is possible to implement a CS-based reconstruction method on the measurement matrix $A$. The CS-based algorithm that exploits the sparsity is discussed in the following section.

### 2.1.3 Sparse Reconstruction

The reconstruction problem can be described with the following $\ell_1$ regularized least-square minimization problem:

$$\min_X F(X) = \frac{1}{2}\|AX - Y\|_2^2 + \lambda \|X\|_1,$$  \hspace{1cm} (8)

where $F(X)$ is objective function, and $\lambda$ is regularization parameter.

To solve this minimization problem, we use a homotopy-based method.\textsuperscript{12,14} First, subdifferential of the objective function $F(X)$ is given by:

$$\partial F(X) = -A^T(Y - AX) + \lambda \partial \|X\|_1,$$  \hspace{1cm} (9)
where subdifferential $\partial \|X\|_1$ can be written as

$$
\partial \|X\|_1 = \left\{ u \in \mathbb{R}^n \mid \begin{array}{l}
u_i = \text{sgn}(X_i), \ X_i \neq 0 \\
u_i \in [-1, 1], \ X_i = 0
\end{array} \right\}.
$$

(10)

Define $c = A^T(Y - AX)$, which denotes vector of residual correlations. To minimize objective function $F(X)$, we set $\partial F(X) = 0$. This is equivalent to the following two conditions:

$$
c_j = \lambda \text{sgn}(x_j), \ \text{for} \ x_j \neq 0,
$$

(11)

and

$$
|c_j| \leq \lambda, \ \text{for} \ x_j = 0.
$$

(12)

The algorithm starts with initial guess $X = 0$, and chooses $\lambda = \|c\|_{\infty} = \max \{c\}$. We define an active set $I$ that contains indices $j$ that satisfies condition $|c_j| = \lambda$, i.e., $I = \{j : |c_j| = \lambda\}$. For each iteration, only those elements of $X$ are updated whose indices are contained in $I$. Using $A_I$ to denote matrix formed with columns of $A$ in active set $I$, for $l^{th}$ iteration, the vector of update direction $d^{(l)}$ is obtained by solving

$$
A_I^T A_I d^{(l)} = \text{sgn}(c^{(l)}_i).
$$

(13)

$d^{(l)}$ is set to zero for coordinates that are not in $I$. Vector $X$ is updated with

$$
X^{(l)} = X^{(l-1)} + \gamma^{(l)} d^{(l)},
$$

(14)

where $\gamma^{(l)}$ is the step size to next breakpoint along homotopy path. In each iteration, the step size is updated based on whether equation (11) or equation (12) is followed. First, when equation (12) is violated, which means a nonactive element of $c^{(l)}$ increase in magnitude beyond $\lambda$, this leads to the expression

$$
\gamma^{(l)}_+ = \min_{i \in I}\left\{ \frac{\lambda - c^{(l)}_i}{1 - a_i^T v^{(l)}}, \frac{\lambda + c^{(l)}_i}{1 + a_i^T v^{(l)}}, \frac{1}{a_i^T v^{(l)}}, 1 \right\},
$$

(15)

where $\min_{i \in I}$ indicates the minimum is taken only for positive arguments that do not belong to set $I$, $v^{(l)} = A_I^T d^{(l)}$ and $a_i$ is the $i^{th}$ column in matrix $A$. Second, when equation (11) is violated, which means an active coordinate crosses zero. In this case, the following expression is obtained:

$$
\gamma^{(l)}_- = \min_{i \in I}\{-x_i^{(l)}/d_i^{(l)}\}.
$$

(16)

Finally, $\gamma^{(l)}$ is determined as

$$
\gamma^{(l)} = \min\{\gamma^{(l)}_+, \gamma^{(l)}_-\}.
$$

(17)

For every iteration, the active set is updated by either adding $i_+$ to set $I$ when $\gamma^{(l)} = \gamma^{(l)}_+$, or removing $i_-$ from $I$ when $\gamma^{(l)} = \gamma^{(l)}_-$. The algorithm terminates when $\|c^{(l)}\|_{\infty} = 0$ for noise-free case.

While this procedure attempts to exploit sparsity, the measured data is always contaminated by noise and $\|c^{(l)}\|_{\infty}$ cannot reach zero. Thus, we set a threshold $\alpha$ for $\|c^{(l)}\|_{\infty}$. When, $\|c^{(l)}\|_{\infty} < \alpha$, the algorithm stops iterating. Next, we will describe how to statistically model the noise in the reconstruction process.

### 2.1.4 Noise Modeling

To reduce the influence of Possion noise, the result from homotopy method is then sent to MLEM algorithm as the initializing image. the MLEM iterative algorithm can be described with the following formula:

$$
\hat{x}^{k+1}_n = \hat{x}^k_n \frac{1}{s_n} \sum_{m=1}^M \frac{y_m}{(HX^k)_m} H_{mn},
$$

(18)
where \( s_n \) is \( n^{th} \) component of point sensitive vector and is written as
\[
s_n = \sum_{m=1}^{M} H_{mn},
\]
(19)
The initial guess \( \hat{x}_1 \) is formulated with non-zero component of reconstruction result \( X \) in equation (8). Matrix \( H \) consists of corresponding rows in matrix \( A \).

2.2 Experiment Procedure
To validate the proposed method, a 3D numerical cubic phantom was built, as shown in figure 1. The phantom was discretized into \( 20 \times 20 \times 20 \) voxels, with the size of 1 mm\(^3\) for each voxel. The optical properties of the phantom were set as: absorption coefficient: 0.1 cm\(^{-1}\), reduced scattering coefficient: 9.2 cm\(^{-1}\). These parameters replicate the optical properties of human brain cortex for our application of quantification of NT effects. A fluorescence source in the shape of a cuboid with the size of 4 mm \( \times \) 4 mm \( \times \) 8 mm was at the center of the phantom. Measurements were taken at five surface of the phantom (top surface and four side surfaces). One laser source was put at the center of the top surface. The size of measurement matrix is 884 \( \times \) 8000. Poisson noise was added to the measurement vector \( \Phi \). In this experiment, the Green's function in the forward model was generated using the MC method namely Monte Carlo eXtreme (MCX).

![Setup of numerical cube phantom experiment](image)

The proposed method was compared with conventionally used \( \ell_2 \) norm method. We choose Tikhonov regularization method as comparison in this experiment. The minimization problem with this regularization is given by:
\[
\min_{X} F(X) = \frac{1}{2} \| AX - Y \|_2^2 + \frac{\lambda}{2} \| X \|_2^2,
\]
(20)
where \( \lambda \) is regularization parameter.

To objectively evaluate the performance of this technique on the task of estimating fluorescence activity within the cuboidal region of interest, we calculate root mean square error (RMSE) and bias. Given a set of reconstructed data \( \hat{X} \) with \( N \) elements, if we use \( X \) to denote the true value, RMSE is given by:
\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{X}_i - X_i)^2}.
\]
(21)
The bias is calculated using the formula:

$$\text{Bias} = \frac{1}{N} \sum_{i=1}^{N} (\hat{X}_i - X_i).$$

(22)

3. RESULTS

First, we show reconstruction results of the proposed method and commonly used $\ell_2$ norm method. In this experiment, the regularization parameter of Tikhonov regularization was set as $\lambda = 1 \times 10^{-3}$. On the other hand, the stopping criteria in the proposed method was chosen as $\alpha = 1 \times 10^{-3}$ so that the iteration stopped when $\|c^{(l)}\|_{\infty} < \alpha$. The reconstruction results of these two methods are shown in figure 2.

![Reconstruction results for numerical cube phantom experiment. a: slice of true fluorescent targets. b: slice of reconstruction result with Tikhonov regularization method. c: slice of reconstruction result with the proposed method.](image)

Figure 2: Reconstruction results for numerical cube phantom experiment. a: slice of true fluorescent targets. b: slice of reconstruction result with Tikhonov regularization method. c: slice of reconstruction result with the proposed method

![Comparison among Tikhonov regularization method, TSVD and homotopy method, and proposed method with MLEM step. a: comparison of RMSE for different fluorescence signal intensity. b: comparison of bias for different fluorescence signal intensity.](image)

Figure 3: Comparison among Tikhonov regularization method, TSVD and homotopy method, and proposed method with MLEM step. a: comparison of RMSE for different fluorescence signal intensity. b: comparison of bias for different fluorescence signal intensity.

Next, we studied the effect of MLEM algorithm for noise reduction. Since direct homotopy reconstruction did not generate meaningful results, we chose homotopy reconstruction after TSVD for comparison instead, together with $\ell_2$ norm regularization method, and the proposed method. Figure 3 shows the RMSE and bias of reconstruction results for these three methods. The fluorescence signal intensity varied during the experiments,
and experiments were repeated 10 times for each intensity. The average RMSE for Tikhonov regularization method is 85.14%, for TSVD and homotopy method is 29.29%, and for proposed method with MLEM step is 24.06%.

4. DISCUSSION AND CONCLUSION

From figure 2, the proposed method gave a better performance. It provided a clear background, sharp edges and relative accurate fluorescence intensity in the reconstruction image. On the other hand, the method using Tikhonov regularizer generated a blurry reconstruction image. This was expected since, as mentioned in the Introduction, this regularizer can introduce oversmoothing. From figure 3a, we notice that the proposed method, with or without MLEM step, gave much lower RMSE compared to the Tikhonov regularization method. Further, the MLEM step reduced the RMSE about 5% on average compared with method without the MLEM step. Figure 3b shows that the reduction of RMSE mainly came from the reduction of bias. These result demonstrate the necessity of modeling Poisson noise for accurate reconstruction.

In conclusion, we presented a three-step method for FMT reconstruction problem. The method involves 1) TSVD, 2) homotopy method for solving $\ell_1$ norm minimization problem and 3) MLEM iterations for reducing Poisson noise. Numerical phantom experimentation was conducted to validate the feasibility of the method. Our ongoing work involves digital animal phantom, in-vivo animal experiment for further validation. Further, based on some of our previous work,17–19 we are investigating the idea of objective evaluation to optimize fluorescence imaging systems.
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