Abstract—The purpose of this study is to validate the application of GATE (Geant4 Application for Tomographic Emission) Monte Carlo simulation toolkit to model the performance characteristics of Siemens Inveon small animal PET system. GATE has been utilized to accurately create a complete PET imaging system model, including system geometry, physics process, signal processing and time-dependent effects. The GATE output data were histogrammed into 3D sinograms and subsequently processed by the Software of Tomography Reconstruction (STIR) to reconstruct 3D PET images. The simulation results were validated against experimental data in accordance with the NEMA NU-4 2008 protocol for standardized evaluation of spatial resolution, sensitivity, scatter fraction (SF) and noise equivalent counting rate (NECR) of a preclinical PET system. An agreement of less than 3% was obtained between the spatial resolution of the simulated and experimental results. The simulated peak NECR of mouse-size phantom agreed with the experimental result, while for the rat-size phantom simulated value was higher than experimental result. The simulated and experimental SFs of mouse- and rat-size phantom both reach an agreement of less than 2%. Therefore, it has been shown the feasibility of our GATE model to accurately simulate, within certain limits, all major performance characteristics of Inveon PET system. In future, the validated model can be utilized to validate, assess and further develop reconstruction algorithms and PET acquisition protocols.

I. INTRODUCTION

POSITRON emission tomography (PET), a non-invasive molecular imaging technique, has been widely used for quantification of physiological and biochemical process in preclinical and clinical research [1]. The accuracy of quantitative studies depends on the quality of the acquired dynamic PET images [2]–[3]. However, the reconstructed images are commonly affected by scattered and random events as well as dead time and attenuation effects impairing the statistical quality of PET projection data.

The simulation of a PET system using Monte Carlo (MC) algorithms could define an accurate model for the real PET scanner enabling acquisition of realistic simulated data that, in practice, cannot be measured experimentally. Such a model can be used for the optimization of the system geometry, the acquisition protocol, the reconstruction algorithm as well as for enhanced image quantification [4]. Geant4 Application for Tomographic Emission (GATE) is an MC simulation platform based on GEANT4 core libraries, specifically designed to provide realistic models of complete PET/SPECT imaging systems through a user-friendly macro-command interface [5]. The Inveon dedicated PET scanner is the latest generation of commercial tomographs from Siemens Preclinical Solutions, Inc.[6]. The aim of this study is to evaluate the performance characteristics of the Inveon PET scanner using a validated GATE model. GATE version 6.1 is employed for the modeling while system performance evaluation is based on National Electrical Manufactures Association (NEMA) NU-4 standards, as it provides a standardized methodology for small animal PET performance evaluation [7]. The simulated projection data will be used to optimize reconstruction and enhance quantification of the images as reported in [8].

II. METHODS AND MATERIALS

A. Description of system

The Inveon PET system is a lutetium oxyorthosilicate (LSO)–based, high-sensitivity, high-resolution preclinical PET scanner(Fig.1). The system has been installed at the Nanfang Hospital of Southern Medical University at Guangzhou, Guangdong. It consists of 64 detector blocks arranged in 4 contiguous rings. Each detector block has a $20 \times 20$ LSO crystal array configuration. Each crystal element is 10.0 mm long and has a cross-sectional area of $1.51 \times 1.51$ mm. The crystal pitch is 1.59 mm in both axial and transverse directions. The crystal ring diameter is 16.1 mm while the transaxial and axial FOV are 10.0 mm and 12.7 mm, respectively.

GATE is a simulation platform designed to utilize the underlying well-validated physics components of Geant4. We selected to incorporate into our GATE simulation the low energy Geant4 models for the Compton, Rayleigh and photoelectric photon interactions.

Another interesting feature of GATE is the ability to simulate the conversion of photon interactions into digital counts in
an attempt to model the detector and electronic responses of a real scanner. The energy resolution of the 511 keV photopeak was set to 14.6% [6]. We applied a paralyzable approximate dead-time model in order to simulate the dead time both at singles and the coincidences level of the signal processor chain of the scanner. The dead time is set to 300 ns at the singles and 500 ns at the coincidence level.

### B. Spatial resolution

In accordance with the NEMA NU-4 2008 standards, we simulated a spherical $^{22}$Na point source with a nominal size (0.3 mm) to measure the spatial resolution. The activity of the source was 198kBq. The energy window was set to 350-625 keV and the coincidences time window (CTW) was 3.432 ns. The source was positioned at 2 axial positions (i.e. at the center and at one fourth (31.75) of the axial FOV distance) and the counts value is about 7 million.

The 3-dimensional (3D) sinograms were sorted into 2-dimensional (2D) sinograms by Fourier rebinning (FORE). Subsequently, the images were reconstructed using an analytic 2D filtered backprojection (FBP), with a ramp filter cut off at the Nyquist frequency. A zoom factor was selected to achieve a 0.39-mm-pixel in-plane resolution. The axial plane separation was 0.796 mm. The dimension of the reconstructed image is $256 \times 256 \times 159$.

### C. Sensitivity

An $^{18}$F point source was used to measure the absolute sensitivity of the system for different energy window settings. The $^{18}$F source was positioned at the center of the FOV and scanned for 5 mins. The CTW and dead time were set to 3.42 ns and 500 ns respectively. Two classes of energy windows were examined: a) one with a fixed 350 keV low-level discriminator (LLD) and a set of upper-level discriminators (ULDs) of 600, 625, 650, 700 keV respectively and b) the other with a fixed 625 keV ULD and ULLDs of 300, 350, 400, 450 respectively.

Furthermore, to provide a sensitivity illustration over the complete FOV, we used a transaxial step size of 1 mm for the range of -5 to 5 mm and 5 mm elsewhere. For each position of the point source, the scan time was 5 seconds and the energy widows were 350-625 keV.

### D. Scatter Fraction and Counting-Rate Performance

Scatter fraction and counting-rate performance were measured using 2 different cylindrical phantoms of high density polyethylene to model the geometries of a mouse and a rat. The design of the phantoms conformed to the NEMA NU-4 standards. The mouse-like phantom was a 70 mm long solid cylinder with a 25 mm diameter. A cylindrical hole (diameter, 3.2 mm) was drilled parallel to the central axis, at a radial distance of 10 mm. The rat-like phantom was also cylindrical but with larger dimensions (length 150 mm; diameter 50 mm).

An $^{18}$F source with a variable total activity from 10 MBq to 500 MBq was utilized for both mouse- and rat-size phantom, respectively.

The scatter fraction was calculated by equation (1):

$$ SF = \frac{R_s}{R_s + R_t} $$

While the corresponding noise equivalent counting rate (NECR) was given by equation (2):

$$ NECR = \frac{R_t^2}{R_t + R_s + 2R_t} $$

where $R_s$, $R_t$, $R_r$ are the scatter, true, and random counting rates, respectively.

### III. RESULTS

#### A. Spatial Resolution

Table I shows the spatial resolution in FWHM of the 2D FBP reconstructed point-source images in the radial, tangential, and axial direction for 2 axial positions. At the center of the FOV, the image resolutions in the transverse planes were about 1.8 mm FWHM.

### Table I

<table>
<thead>
<tr>
<th></th>
<th>Radial</th>
<th>Tangential</th>
<th>Axial (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial center</td>
<td>1.83</td>
<td>1.75</td>
<td>1.88</td>
</tr>
<tr>
<td>1/4 axial FOV</td>
<td>1.92</td>
<td>1.95</td>
<td>2.01</td>
</tr>
</tbody>
</table>

#### B. Sensitivity

Table II comparatively presents the simulated and experimental (reported in [6]) absolute sensitivity for different energy windows. It can be observed that the absolute sensitivity is dropped to 5.93% when the LLD reaches 450 keV.

![Graphical representation of the geometry of the Inveon PET system as visualized by GATE. The LSO layer is depicted with yellow color.](image)
TABLE II

Comparison between the simulated and experimental absolute sensitivity for different energy windows settings.

<table>
<thead>
<tr>
<th>Energy window</th>
<th>Experimental results</th>
<th>Simulated results</th>
</tr>
</thead>
<tbody>
<tr>
<td>350-600</td>
<td>6.64%</td>
<td>6.79%</td>
</tr>
<tr>
<td>350-625</td>
<td>6.72%</td>
<td>6.82%</td>
</tr>
<tr>
<td>350-650</td>
<td>6.74%</td>
<td>6.83%</td>
</tr>
<tr>
<td>350-700</td>
<td>6.85%</td>
<td>6.86%</td>
</tr>
<tr>
<td>400-625</td>
<td>5.95%</td>
<td>6.52%</td>
</tr>
<tr>
<td>450-625</td>
<td>4.19%</td>
<td>5.79%</td>
</tr>
</tbody>
</table>

Fig. 2. Simulated sensitivity for complete FOV of the Inveon scanner.

C. Scatter Fraction and Counting Rate Performance

Table III lists the simulated and experimental scatter fraction (reported in [6]) for the mouse- and rat-size phantom, respectively. The simulated value is a little higher than the value determined experimentally. Fig. 3 shows the plots of simulated NECR as a function of total activity for mouse- and rat-sized phantoms. It can be observed that the NECR curve reaches the peak value, when the total activity is approximately 150 MBq. Table 4 lists the simulated and experimental NECR peak value (reported in [6]) for mouse- and rat-size phantom, respectively. The results indicate a good agreement between our simulated and experimental NECR peak value for mouse-size phantom. However, for the rat-size phantom, simulated peak NECR is higher.

TABLE III

Comparison of the intrinsic scatter fraction simulated and experimental values for both mouse- and rat-size phantom.

<table>
<thead>
<tr>
<th>SF</th>
<th>Mouse phantom</th>
<th>Rat phantom</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>7.8%</td>
<td>17.2%</td>
</tr>
<tr>
<td>Simulated</td>
<td>9.7%</td>
<td>18.8%</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this study it has been shown that modeling of a commercial high-end PET preclinical system is feasible with GATE by validating simulation against experimental results. Subsequently the validated GATE model was employed to evaluate the performance of a real PET system based on NEMA NU-4 standards. The results demonstrated the ability as well as the limitations of GATE in accurately modeling the standard performance characteristics of the Siemens Inveon small animal PET system. The constructed model will be utilized in future to validate, assess and advance reconstruction algorithms and acquisition protocols of the Inveon PET system.
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